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Emerging new platforms
Intel Xeon+FPGA (v1)

Hybrid CPU-FPGA Architectures:

* Programmable hardware

* Direct access to shared memory

* FPGA as co-processor (instead of accelerator)
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